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Abstract - The conventional receiver for DS-CDMA com-
munications is the RAKE receiver. The RAKE receiver is a
matched filter, matched to the operations of spreading, pulse
shape filtering and channel filtering. Such a matched filter max-
imizes the Signal-to-Interference-plus-Noise Ratio (SINR) at its
output if the interference plus noise is white. This may be ap-
proximately the case if user-dependent scrambling (aperiodic
spreading) is used. This is one option for the uplink in 3rd gen-
eration systems. However, this is not the case in the synchronous
downlink with cell-dependent scrambling, orthogonal codes and
a common channel. In this paper we propose a restricted class of
linear receivers for the downlink, exhibiting a limited or no com-
plexity increase with respect to the RAKE receiver. The linear
receivers in this class have the same structure as a RAKE re-
ceiver, but the channel matched filter gets replaced by an equal-
izer filter that is designed to maximize the SINR at the output
of the receiver. The complexity of the equalizer filter is variable
and can possibly be taken to be as low as in the RAKE receiver
(same structure as the channel matched filter), while its adap-
tation guarantees improved performance with respect to (w.r.t.)
the RAKE receiver. Various adaptation strategies are considered
and compared in simulations.

I. Introduction

Wireless communications are showing an unpredicted growth
and the advent of third generation systems will open up the range
of possible services and will significantly increase the available
data rates. In the shift from voice services to data services, not
only an increase in data rate is required but also a decrease in
BER. To achieve such data rates at such BERs, multipleaccess
interference cancellation will be required. Such interference is
indeed the major impairment in wireless systems. Third gener-
ation systems will use one form or another of Direct Sequence
Code Division Multiple Access (DS-CDMA). In such systems
(and in contrast to TDMA systems), the interference situation is
quite asymmetric between uplink and downlink. This is due to
the fact that the transmission in the uplink is typically left asyn-
chronous (mobiles don’t get synchronized), whereas the trans-
mission in the downlink is synchronous(from an intracell point
of view). This synchronism encourages the use of orthogonal
codes in the downlink. Indeed, with orthognal codes, a simple
correlator receiver will get rid of all intracell interference (and
optimize output SNR in the presence of white noise). This is
true, at least, in the absence of delay spread due to multipath
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propagation. With multipath propagation, the contributions from
the different paths can be combined in a maximum ratio combin-
ing fashion with a RAKE receiver, to maximize SNR. However,
the combined operation of the multipath channel and the RAKE
receiver destroys the orthogonality of the intracell user codes,
leading to intracell interference at the RAKE output.
In [1], we presented another receiver approach which is based
on channel equalization. This approach was introduced indepen-
dently in [2] and [3]. Whereas the RAKE approach focuses on
the noise (and intercell interference), the equalizer approach fo-
cuses on the intracell interference. Indeed, if the channel gets
equalized as first operation at the receiver, the codes become or-
thogonal again at the equalizer output. Hence the equalizer can
be followed by a correlator to get rid of all intracell interference.
By using a fractionally-spaced equalizer, the excess bandwidth
can be used to cancel some of the intercell interference also (if
multiple antennas are available, then this can bedone even bet-
ter). The problem with this approach is that a zero-forcing equal-
izer may produce quite a bit of noise enhancement. So between
the RAKE receiver and the equalizer receiver, one or the other
may be better, depending on whether the intracell interference
dominates the intercell interference plus noise or vice versa. A
natural solution to improve the equalizer approach would be to
replace a zero-forcing design by a MMSE design. Indeed, when
cell-dependent scrambling is added to the orthogonal periodic
spreading, then the received signal becomes cyclostationary with
chip period (or hence stationary if sampled at chip rate) so that
a time-invariant MMSE design becomes well-defined. Now, it
may not be obvious a priori that such a MMSE equalizer leads
to an optimal overall receiver. Due to the unique scrambler for
the intracell users, the intracell interference after descrambling
exhibits cyclostationarity with symbol period and hence is far
from white noise. As a result, the SINR at the output of a RAKE
receiver can be far from optimal in the sense that other linear
receivers may perform much better. In this paper we propose a
restricted class of linear receivers that have the same structure
as a RAKE receiver, but the channel matched filter gets replaced
by an equalizer filter that is designed to maximize the SINR at
the output of the receiver. It turns out that the SINR maximizing
receiver uses a MMSE equalizer. The adaptation of the SINR
maximizing equalizer receiver can be done in a semi-blind fash-
ion at symbol rate, while requiring the same information (chan-
nel estimate) as the RAKE receiver. In this paper, we consider
a wide variety of symbol rate and chip rate adaptation strategies
and compare them in simulations.

II. Multiuser Downlink Data Model

Fig. 1 shows the downlink signal model in baseband. TheK
users are assumed to transmit linearly modulated signals over



the same linear multipath channel with additive noise and inter-
cell interference. The symbol and chip periodsT andTc are re-
lated through the spreading factorL: T=LTc, which is assumed
here to be common for all the users. The total chip sequence
bl is the sum of the chip sequences of all the users, each one
given by the product between thenth symbol of thekth user and
an aperiodic spreading sequencewk;l which is itself the product
of a periodic Walsh-Hadamard (with unit energy) spreading se-
quenceck = [ck;0 ck;1 � � �ck;L�1]

T , and a base-station specific
unit magnitude complex scrambling sequencesl with variance1,
wk;l = ck;lmodLsl:

bl =
KX
k=1

bk;l =
KX
k=1

ak;b l
L
cwk;l : (1)

The scrambling operation is a multiplication of chip rate se-
quences. The spreading operation could be represented simi-
larly, or alternatively as a filtering of an upsampled symbol se-
quence with the spreading sequence as impulse response, as in-
dicated in the figure. The chip sequencebl gets transformed into
a continuous-time signal by filtering it with the pulse shapep(t)
and then passes through the multipath propagation channelh(t)
to yield the received signaly(t). The receiver samplesM times
per chip the lowpass filtered received signal.
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Figure 1. Downlink signal model

Stacking theM samples per chip period in vectors, we get for
the sampled received signal

yl =
KX
k=1

N�1X
i=0

hibk;l�i + vl ; (2)

where

yl =

2
64

y1;l
...

yM;l

3
75 ;hl =

2
64

h1;l
...

hM;l

3
75 ;vl =

2
64

v1;l
...

vM;l

3
75 :

(3)

Herehl represents the vectorized samples of the overall chan-
nel, including pulse shape, propagation channel and receiver fil-
ter. The overall channel is assumed to have a delay spread ofN
chips. If we model the scrambling sequence and the symbol se-
quences as independent i.i.d. sequences, then the chip sequence
bl is a sum ofK independent white noises (chip rate i.i.d. se-
quences, hence stationary). The intracell contribution toyl then
is a stationary (vector) process (the continuous-time counterpart
is cyclostationary with chip period). The intercell interference is
a sum of contributions that are of the same form as the intracell
contribution. The remaining noise is assumed to be white sta-
tionary noise. Hence the sum of intercell interference and noise,
vl, is stationary.

III. Receiver structure

As shown in Fig. 2, the receiver is constrained to be a chip
rate filterf followed by a descrambler and a correlator with the
spreading code of the user of interest, which is here assumed to
be user 1. So the receiver has the same structure as a RAKE
receiver, except that the channel matched filter gets replaced by
a general filterf . If a sparse (path-wise) representation is used
for the channel, then the channel matched filter leads to a RAKE
structure with one finger per path. The channel matched filter
is anticausal in principle, if the channel is causal. We shall as-
sume the filterf to be causal so that the receiver outputs symbol
estimates for the user of interest with a certain delay. In Fig. 2,
the operation “S/P” denotes a serial to parallel conversion which
stacks theL most recent inputs into a vector. The correlator
can also be viewed as a matched filter, matched to the spreading
code filter, but here it is simply depicted as an inner product on
a downsampled vectorized signal.
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Figure 2. The downlink receiver structure

While the RAKE is one particular instance of the proposed re-
ceiver structure, another special case is the equalizer receiver.
To describe this case more precisely, leth(z) =

PN�1
l=0

hlz
�l

be theM � 1 FIR channel transfer function andf(z) =PP�1
l=0 f lz

�l the 1�M FIR filter transfer function of length
P chips. The cascade of channel and filter givesf(z)h(z) =PP+N�2

l=0 �lz
�l = �(z). For a zero-forcing (ZF) equalizer

with a delay ofd chips, we getf(z)h(z) = z�d. After ZF
equalization, the spreading codes are again orthogonal (even
with a unit magnitude scrambler in place) so that descrambling
and correlation suffices to pick out the user of interest symbol
and remove all intersymbol and intracell interference. The sym-
bol estimate gets produced with a certain delay ofl1+1 symbol
periods whered = l1L+ l2 (l1 = b d

L
c, l2 = d modL). More

precisely, the receiver outputs

�d ba1;n�l1�1 = c
H
1 Xn (4)

whereXn is a vector of descrambled filter outputs,

Xn = SHn�l1�1Zn ; Zn = T (f)Y n ; (5)

Zn is a vector of filter outputs, Sn =
diag fsn;L�1; : : : ; sn;1; sn;0g is a diagonal ma-
trix of scrambling code coefficientssn;l = snL+l,
T (f) is the block Toeplitz filtering matrix with
f =

�
f 0 � � �fP�1

�
(padded with zeros) as first block

row, and Y n =
h
Y T
n;l2

Y T
n�1 � � �Y

T
n�l3

Y
T

n�l3�1;l4

iT
whereP+L�1�l2 = l3L+l4, Yn =

�
yTn;L�1 � � �y

T
n;0

�T
,

Y n;l =
�
yTn;l�1 � � �y

T
n;0

�T
, Y n;l =

�
yTn;L�1 � � �y

T
n;L�l

�T
,

andyn;l = ynL+l. The structure of the vectorY n of received
data that contribute to the estimateba1;n�l1�1 is

Y n = T (h0)Sn

KX
k=1

CkAk;n + V n (6)

where T (h0) is again a block Toeplitz filtering matrix
with the zero paddedh0 = [h0 � � �hN�1] as first block



row,Sn = blockdiag
�
Sn;l2 ; Sn�1; : : : ; Sn�l5 ; Sn�l5�1;l6

	
,

Ck = blockdiagfck;l2 ;ck; : : : ;ck;ck;l6g (l5 ck ’s), Ak;n =

[ak;n � � � ak;n�l5�1]
T , V n is defined likeY n, andSn;l, Sn;l,

ck;l andck;l are defined similarly toY n;l andY n;l except that
Sn;l andSn;l are diagonal matrices, andP+L+N�2�l2 =
l5L+l6. We have for the filter-channel cascade

T (f)T (h) = T (�) = T (�d) + T (�d) (7)

where

� = [�0 � � ��P+N�2] ; �d = [0 � � � 0 �d 0 � � � 0]
�d = [�0 � � ��d�1 0 �d+1 � � ��P+N�2] : (8)

In the noiseless case (and no intercell interference), the use
of a ZF equalizer leads to�d = [0 � � � 0] andba1;n�l1�1 =
a1;n�l1�1 (�d = 1). A RAKE receiver corresponds tof = hH ,
�d = khk2, P = N , whereh = [hTN�1 � � �h

T
0 ]
T .

IV. Maximum SINR Receiver

Let n0 = n�l1�1 and�2k = E jak;nj
2, where the user power

is incorporated in the symbol constellation scaling. Due to the
orthogonality of the codes, we have

c
H
1 S

H
n0T (�d)SnCkAk;n = �d �1k ak;n0 (9)

where�ik is the Kronecker delta. As a result, we can decompose
the receiver output�d ba1;n0 as

�d a1;n0 +
KX
k=1

c
H
1 S

H
n0T (�d)SnCkAk;n + c

H
1 S

H
n0T (f)V n :

(10)

We get for the MSE = E j�da1;n0��dba1;n0 j2 =
j�dj

2 E ja1;n0�ba1;n0 j2
MSE = cH1 E

�
SHn0T (f)RV V T

H(f)Sn0
	
c1+

KX
k=1

�2k E
n
c
H
1 S

H
n0T (�d)SnCkC

H
k S

H
n T

H(�d)Sn0c1
o

(11)

whereRV V = EVnV H
n is the noise covariance matrix and

the remaining expectation is over the random scrambling se-
quence. Due to its i.i.d. character, we get for the noise contri-
bution cH1 diag

�
T (f)RV V T H(f)

	
c1 = f RV V f

H where
diagfAg is a diagonal matrix containing the diagonal part of
matrix A, and the block ToeplitzRV V (chip rate cyclostation-
arity) changes dimensions as appropriate. The interference con-
tribution can be shown to reduce to�2totk�dk

2 where�2tot =
1

L

PK

k=1 �
2
k. Hence, we get for the SINR at the receiver output,

� = �21 j�dj
2=MSE,

� =
�21j�dj

2

fRV V f
H + �2totk�dk2

=
�21 j�dj

2

fAfH � �2totj�dj2 (12)

whereA = RV V +�2totT (h0)T H(h0). In the case of the RAKE
receiver,f = hH and the SINR becomes

�RAKE =
�21 khk

4

hHRV V h+ �2totk�
RAKE
d k2

(13)

where�RAKE = hHT (h0). In the ZF equalizer case�ZFd = 1
and�ZFd = 0, so that

�ZF =
�21

fZFRV V f
H
ZF

(14)

wherefZF = �d
�
T H(h0)T (h0)

��1
T H(h0) in the oversam-

pling case. In what follows we shall assume that filter and chan-
nel lengths are equal,P = N , andd = N�1 (for ease of nota-
tion, any other case can equally well be handled). Note that the
RAKE receiver usesP = N andd = N�1 also. In that case
�d = fh. The choice for the filterf that leads to maximum
receiver output SINR is unique up to a scale factor and can be
found as the solution to the following problem

fMAX = arg max
f :fh=1

� = arg min
f :fh=1

fAfH :
(15)

The solution is

fMAX =
�
h
HA�1

h
��1

h
HA�1 (16)

and the maximum SINR becomes (�MAX
d = 1)

�MAX =
�21�

hHA�1h
��1

� �2tot
(17)

Some interpretation is in order here. Due to the stochastic model
for the scrambling sequence, the users’ chip sequences are inde-
pendent i.i.d. sequences. As a result,yl is stationary. Using (6)
we get forRY Y

RY Y = RV V +
KX
k=1

�2kT (h0)E
n
SnCkC

H
k S

H
n

o
T H(h0)

= RV V +
KX
k=1

�2kT (h0)diag
n
CkC

H
k

o
T H(h0)

= RV V +
KX
k=1

�2kT (h0)
1

L
I T H(h0)

= RV V + �2totT (h0)T H(h0) = A !

(18)

Consider now the MMSE receiver to estimate linearly the desired
user chip sequenceb1;l�d from the dataYl. That MMSE receiver
is

bb1;l�d = Rb1;l�dYlR
�1
Y Y Yl =

�21
L
h
HR�1

Y Y Yl (19)

which is hence proportional to the filter for the max SINR re-
ceiver (see (16)). In fact,fMAX is the unbiased MMSE re-
ceiver (coefficient ofb1;l�d in bb1;l�d is 1). Furthermore, the fil-
terfMAX also leads to the unbiased MMSE estimateba1;n�l1�1
at the output of the receiver we are considering. So, this receiver
corresponds to the cascade of an (unbiased if�d = 1) MMSE
receiver for the desired user’s chip sequence, followed by a de-
scrambler and a correlator. In the noiseless case, the MMSE
receiverfMAX becomes a ZF equalizer.

V. Max SINR Receiver: Estimation strategies

V.1. Construction from Theoretical Expression andh

Assume that a training signal is available to estimate the channel.
In that case we can considerh to be known. Now also assume
that the noise plus intercell interference is white so thatRV V is
of the formRV V = �2vI. Then the only two parameters we need
to estimate (further) in order to be able to constructfMAX are
�2v and�2tot. In the case of oversampling we can obtain�2v and
�2tot from

�2v = �min(RY Y )
M�2v + �2totkhk

2 = Ekylk
2 (20)

where�min(:) denotes the minimal eigenvalue and note that the
signal part ofRY Y is singular. In practice we estimate the quan-
tities on the right of the equations in (20) from data. Although
we believe thatRV V = �2vI is a good approximation, work on
more general noise covariance models is ongoing.



V.2. Construction from bRY Y andh

If we again assume thath is available via training data, and
we estimateRY Y , then we can simply constructbfMAX �

hH bR�1
Y Y or this quantity can also be estimated directly (without

forming bR�1
Y Y ) via an LMS-like algorithm. Note thatYl at all

chip periods is available for estimatingRY Y (chip rate cyclosta-
tionarity).

V.3. Linearly Constrained MOE Approach

Again we assume thath is available via training data. From
(10), (12) and (18), we get for the variance of the receiver output
(often mistakenly called output energy)

EjcH1 Xnj
2 = j�dj

2(�21 � �2tot) + fRY Y f
H :

(21)

Hence we can obtain the max SINR receiver filter from the fol-
lowing linearly constrained minimum OE (MOE) criterion

fMAX = arg min
f :fh=1

EjcH1 Xnj
2 (22)

in which we replace the statistical average by a temporal average.
To obtain a better estimation quality, it would be desirable to be
able to perform the temporal averaging at the chip rate. To that
end, consider the receiver output at an intermediate chip period

c
H
1 Xn;m = c

H
1 SHn0 ;mT (f)Y n;m : (23)

Sn0 ;m = diagfsn0+1;m�1 ; : : : ; sn0+1;0; sn0;L�1; : : : ; sn0;mg
andXn;m are like Sn0 andXn but shiftedm chips into the
future so thatXn = Xn;0 andSn0 = Sn0 ;0, andY n;m =
[yTnL+l2�1+m y

T
nL+l2�2+m

� � �yTnL+l2�P�L+1+m ]T . With
T (f)Y n;m = Yn;mf

T for a certain structured matrixYn;m,
we can write

EjcH1 Xn;mj
2 = f R�

f
H ;R = E

n
YHn;mSn;mc1c

H
1 S

H
n;mYn;m

o

so thatf =
�
hHR��h

��1
hHR��. It can be shown that

jcH1 Xn;mj
2 = fRV V f

H + �2totk�dk
2 + j�dj

2fm where
fm =

PK

k=1 �
2
kkc

H
1 T (�d)Ck;mk

2=j�dj
2 andCk;m is like

Ck but consideredm chips later. So the part ofjcH1 Xn;mj2

that varies withm only depends onf through�d, which is
fixed by the linear constraint. So when temporal averaging
is performed over all chip periods, the filter estimatef will
still converge tofMAX. As far as the estimation quality
is concerned however, the MSE on the filter estimate is pro-
portional to the excess OE, which in turn is proportional to
the MOE. To lower the MOE at intermediate chip instants, it
may be advantageous to consider instead the receiver output
cH1;mXn;m wherec1;m = [c1;m�1 � � � c1;0 c1;L�1 � � � c1;m]T is
c1 shifted cyclically overm chips. In this casej�dj2fm =PK

k=1 �
2
kkc

H
1;mT (�d)Ck;mk

2 whereas the rest of the OE is un-
changed. The receiver output in this case is produced by imple-
menting the despreading like the descrambling (multiplication)
followed by a sliding summation overL chips.

V.4. Blind Approach Exploiting Unused Codes [4]

Assume that the receiver knows that the codes[cK+1 � � �cL] =
C? are not used. Then we can introduce the following blind
(channel knowledge not required) criterion

fB = arg min
f :kfk=1

EkC?HXnk
2

EkXnk2
: (24)

We show in [4] that thefB = fMAX. In the simulations
below, we actually consider the following variationfB =

arg min EkC?H
Xnk

2

EkcH
1
Xnk2

.

VI. Simulations

Various simulations with different sets of parameters have been
performed. All theK users are considered synchronous and use
the same spreading factor. The FIR channel is the convolution
of a sparse Vehicular A UMTS channel and a pulse shape (root-
raised cosine with roll-off factor of0:22). The UMTS chip rate
(3:84 Mchips/sec) is assumed, leading to the channel length of
N = 19 chips. An oversampling factor ofM = 2 is used
in these simulations. Two cases of user power distribution are
considered: all interferers have the same power and the user of
interest has either the same power also or 15dB less power (near-
far situation).
The spreading factor (SF) is indicated at the top of the figures,
which show the performance of various receiver instances in
terms of the output signal-to-interference-and-noise (SINR) ra-
tios versus the SNR at the receiver when the length of all the
FIR filters, in chips, is the same (P = N ). In Figures 3-5, we
compare the theoretical RAKE (dashed), ZF equalizer (dash-dot)
and max SINR (solid) with the estimated max SINR (dotted) ob-
tained via the method of section V.1 (using only 5 symbol peri-
ods of data!).
Fig. 3 refers to a highly loaded system with equal distribution
of average power between users, while Fig. 4 refers to the same
system but with a near-far problem for the user of interest. We
can note how the max SINR receiver suffers much less from the
near-far effect than the RAKE. In the SNR range of interest, the
max SINR receiver performs between2dB and10dB better then
the RAKE, while the ZF equalizer suffers a lot from the noise
enhancement in that SNR range. It can be noted that the adapted
max SINR receiver has close to optimal performance. Fig. 5
presents the same near-far situation but withL = 128 andK =
100 users; performances are similar.
In the next set of three figures we compare the performances
of the three theoretical receivers (RAKE, ZF Equalizer and max
SINR receiver) with three estimated versions of the max-SINR
structure: the method of section V.3 (dense dots), the method of
section V.2 (sparse dots), and the blind method of section V.4
(x’s).
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−20 −10 0 10 20 30 40 50
−60

−50

−40

−30

−20

−10

0

10

20

30

Eb/No (dB)

o
u

tp
u

t 
S

IN
R

 (
d

B
)

M = 2, 10 users, SF 16, 100 MC simuls , 3
1
 UMTS env

Lengths of the filters = 19 chips

SIR1J = −15 dB

RAKE        
ZF          
MS lin estim
MS lin opt  
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Figure 6. Theoretical output SINR versus SNR, high
loaded system, spreading factor16 and equal power dis-
tribution
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Figure 7. Theoretical output SINR versus SNR, high
loaded system, spreading factor16 and near-far situation
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Figure 8. Theoretical output SINR versus SNR, high
loaded system, spreading factor128 and near-far situation


